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METHOD OF THE HORIZON DETECTION FROM ELECTRO-OPTICAL SENSORS
UNDER MARITIME ENVIRONMENT

A new method is presented to detect the sea sky line. In the first step, the original image is transformed into
grayscale image and the sea-sky-line region is located by using the textural features gray-level co-occurrence ma-
trix based on texture feature. In the second step, the adaptive segmentation thresholds are obtained by the OTSU
algorithm, which produces a set of sea sky line candidate points. Finally, a simple clustering method is adopted to
select appropriate points and transform them by straight line fitting. The results of experiments established on real-
world sea-sky images demonstrate the effectiveness and robustness of the proposed approach.

Keywords: horizon detection, textural feature, maritime image, Hough transforms.

Introduction

In the past few years, large amounts of new arith-
metic for sea-sky-line detection have been proposed. In
[1], Huang et al. put forward the Laplace-Gauss algo-
rithm for removing noise and detecting edges. Then,
same as GAO et al. did in [2], they applied the OTSU
algorithm to threshold the images into binary images.
Lastly, the sea-sky line was extracted with Hough trans-
form as the longest straight line. Jiang et al. [3] provided
a detection method based on histogram analysis, which
removed irrespective pixels but lead to the loss of some
important information of the line. Lu et al. [4] designed
a modified edge detection algorithm according to the
traditional Canny algorithm. In [5], a gradient method
was presented that extracted the sea-sky line by peak
values. However, traditional OTSU and Canny algo-
rithm are vulnerable for denoising because they ignore
the local characteristics of the background images. The
Hough transformation and gradient are influenced easily
by the complex background with clouds and ocean
waves. For histogram analysis, the key part of this ap-
proach is whether the ocean waves or obstructions such
as ships in the sea-sky-line would change the gray dis-
tribution of sea-sky images. Yang et al. [6] pointed out
that variance weight information entropy could evi-
dently increase the signal-to-noise ratio of the preproc-
essed image and they used the gradient for sea-sky-line
fitting. While the straight line was inclined, the way still
cannot solve it. Moreover, the burden of computation is
overweight to satisfy practical requirements.

Overview of methods
for detecting horizon
As the marine vehicles in long range always ap-

pear near the horizon, the target search area can be lim-
ited to the sea sky region [10-15]. It can not only

greatly reduce the computational cost for searching tar-
gets, but also decrease the disturbance brought by illu-
mination changes from sea waves or cloud clutters. Due
to the payload constraints, UAV (Unmanned Aerial Ve-
hicle) and MAV (Micro Air Vehicle) prefers video
camera which is lighter, smaller and requires less
power. Besides, image contains rich information with
more details. The pitch and bank attitude of UAV and
MAYV could be evaluated from the orientation and posi-
tion of horizon in video images. The horizon is also
used to make image registration for subsequent target
tracking [10; 14]. There exist several mainstream algo-
rithms for horizon detection and evaluation such as:
color-based statistical model [10; 13; 15], edge phase
encoding [12], pixels classification [16], linear feature
[10; 12-14], color intensity and gradient [12; 14; 16],
textural feature [17], region-growing [19] and other
physical characteristics near the horizon [14; 17; 19]. In
general, the hybrid algorithm performs a higher accu-
racy rate but it also brings computational burden.

The statement of the research problem

As the spatial relationship is considered to be a
function of distance between two pixels, the textural
features could be extracted from a visible image using
gray-level co-occurrence matrix (GLCM). In order to
construct the GLCM, the original RGB image is trans-
formed into gray-level image.

First, there are some samples with M x N resolu-
tion cells in total. The RGB image I, which is one of the
samples, is transformed into gray image Iy, which is
described as:

Lgray = £ (%Y )y @
where f(x,y) is represented as the gray level of pixel. As

for a RGB image, there is a value of one color channel
in the sky region which is close to the clouds region’s
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but far from the region of sea. A new gray-scale trans-
formation formula is adapted to minimize the contrast
between clouds and sky with less effect on the classifi-
cation of sea and sky. Moreover, the value of f(x,y) can
be computed by the following equation:

R(x,y) ifR>G,R >B;
f(x,y)=1G(x,y) else if G>R,G>B;
B(x,y) otherwise,

@

where R(x,y), G(x,y), B(x,y) represent the pixel’s red,
green, blue channel value, while R,G,B respectively

represent the summation of three distinction image's
color channel of red, green, blue.
Based on YUV model, the traditional method to
compute the intensity component of the color image is:
f(x,y)=0.299xR(x,y)+ 5
+0.587xG(x,y)+0.114xB(x,y). @

Fig. 1 shows the difference between two gray im-
ages using formula (2) and formula (3) respectively.
From the results, it can be seen that in the produced gray
image by using the above presented method, the differ-
ence between the sky and cloud is smaller. This is help-
ful for the separation of sea and cloud.

a — Original image

b — Proposed method

¢ — Traditional method

Fig. 1. The obtained gray images using different formulas

The co-occurrence matrix[7] reflects the joint
numbers of combination of the gray level i and j along
direction 6 , with distance d. The GLCM is defined as
follows:

P(i,j,d,6)=#{

where m=dcos®, n=dsin0, (x,y) and (x+m, y+n)
are points in image, # represents the number of elements
in this set; d is the distance cell, © denotes the direction
to construct the regional co-occurrence matrix. To re-
duce the computation, values were rescaled from 8 bit
(256%x256 matrix with 65536 cells) to 4 bit (16x16
matrix with cells). Furthermore, if the gray level number
is reduced, the statistical validity is greatly reduced. The
rescaled formula is shown as:

f(i,j)=f(i,j)/16.
A normalized matrix is defined as:

”:(x,y),(x +m,y+n):||f(x,y) =} @

=i,f(x+m,y+n)=]j

®)

P(i,j,d,0)=P(i,},d,0)/R, (6)
where R is the total number of pixel pairs.

The textural features are extracted from the regional
co-occurrence matrix which can make a description of the
textural features effectively. The contrast, as an evaluated

approach of textural features, is calculated as:
N FR
c=3. Zj(l—_]) P(i,},d,0). (7)
Since the computational cost of whole GLCM is
very large, the angle of 45°
(9 = 0°,45°,90°,135°) was used in computing GLCM.

from four angles

And we found that the contrast measurement has high
discriminant validity. Thus, it is regarded as the evalu-
ated criterion.

The gray image I,y is divided into k equal sub-
regions of size Mxn along vertical direction, where
n=N/k, as described in fig. 2.

Fig. 2. The location of sea-sky region

27



Cucmemu 06pooku ingpopmauii, 2018, eunyck 3 (154)

ISSN 1681-7710

Then the textural feature value of each sub-region
is calculated using the above mentioned contrast calcu-
lation method. The whole gray image can be described
by a column vector F = (f,f),....f} )T, where f; repre-
sents the i-th region’s textural feature value. The vari-
ance ratio is defined as:
fi —fiy

fioy
where 2 <i<k and g; denotes the variance ratio of tex-

tural features between the i-th sub-region and i-/th sub-
region. The gradient vector of the column vector distri-

g = (3

bution is G =(g;,8s,..., 8k )T. In this paper, k=20.

Supposing gimax 1S the maximum of G, the sea-sky-line
region could be composed of 5 sub-regions: iy, —2th,
Imax—1th, 1paxth, ipaxt1th, i,,+2th. So, 25% of the image
was located to ensure that the original sea-sky-line is in
the extracted region, as shown in fig. 3.

Preprocess of sea sky line
point detection
A set of candidate points of sea-sky-line are ob-
tained by using OTSU algorithm. The threshold T of the
set segments the image into two classes C; and C,, and
the average values of them are p; and p, , respectively.
And their probability are o; and ®,. The class vari-

ance is defined:
2
o = oy (b 1) ©)

We can get the threshold T when 02]3 reaches its
maximum value.
At first, we setup a search window with sxt pix-

els, step =t and move from left to right along the hori-
zontal direction, where E represents the moving times of

the window, s=M/E, step=s, t=N/4, as shown
in fig. 3.

Fig. 3. The search areas

Secondly, the threshold T; is calculated in the

window, where

x; =StL+1+(

i—l)xstep,gray(xi,yi)zTi. Then the win-

dow moves continuously until i=E. In this paper, we set

L

E=20. Finally, a set of candidate points were obtained as
(x1,¥1)5(X2.¥2)s--s(xg.yg) for sea-sky-line extrac-

tion. As shown in fig. 4, the red points are sea-sky-line
candidate points.

Fig. 4. The obtained sea-sky-line candidate points

Sea sky line detection

Because the ships or ocean waves in the sea-sky-
line region may cause the discontinuity of the line, there
are some false candidates in the acquired sea-sky-line
candidate point set, as shown in fig. 5. Therefore, in
order to reduce the side effects, a simple clustering algo-
rithm is designed with a little cost to computation cost
but an optimal effect. For a visible sea-sky image with
MxN pixels, the clustering algorithm is illustrated in
several steps.

Step 1: Set diff =scalexN, where experiments
have shown that scale=0.02 offers excellent perform-
ances. The obtained candidate points

{(xl,xz),(xz,yz),...,(xE,yE)} are dived into E ini-
tial classes {C,Cs,...,Crnax}-

Step 2: For j=1,2,3,...,E, the upper limit of the
confidence interval of (xj,yj) is yj+diff while the

lower limit of the confidence interval is y;-diff.

Step 3: For i=1,2,3,...,E, if y; —diff <y;
yi +diff > y;, count(C;)=count(C;)+1, add y; into C;
where count() was used to count the numbers of ele-
ments in the set.

Step 4: Calculate the numbers of C; and go to
step 2.

Step 5: If the maximum value is (count(C,y)), the
elements in C,,, 1s what we need.

and
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Fig. 5 shows the final selected points by using the
proposed clustering method. They are really in the sea-

sky-line.

Fig. 5. The final selected sea-sky-line points

nZ?:l XiYi zin=1 Xi— z?:l Yi z?=1 X

Suppose that the coordinates of the appropriate
points in Cpax are {(x1,%3),(x2,¥2)s-2(Xn¥n )} -

Assuming the sea-sky-line is y=ax+b, where a is pa-
rameter of gradient and b is a parameter of intercept.
And a,b could be computed as:

2 P XY~ 2 Xi 2 Vi
B 2
nz?:lxiz _(Zinzl Xi)

>

b:

2
n n 2
(zizlxi) _nzizlxi
Based on the above linear fitting method, the final
sea-sky-line was detected which is shown in fig. 6.

Fig. 6. The detected sea-sky-line

Experiment and software test

Tabl. I gives the sea sky line detection precision
results of the proposed approach in this paper on the test
set. The manually labeled sea sky lines are used as the
ground truth to calculate these precision data. From the
table it can be seen that on all of the four categories, our
approach achieves much better results. The average de-
tection precision of our method is 0.93.

The software is developed by Microsoft Visual
studio 2010; the development language is Visual C++;
library function is openCV 2.4.6.

Table I
The sea-sky-line detection results on the test set
Categories The proposed approach
cloud 0.90
wave 0.94
light 0.90
normal 0.96
Average precision 0.93
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Fig. 8. The result of detection

Conclusion

Sea-sky-line detection in complicated environment
is a challenge task. It is also an important step in long-
range moving objects detection for the security of sea
ports, which can largely reduce the computation cost. A
new detection approach is proposed, which consists of a

new grayscale scheme, contrast calculation based on the
textural feature, sea-sky-line candidate region extrac-
tion, sea-sky-line candidate point detection, and linear
fitting. The experimental results indicate that the pro-
posed method can detect the sea-sky-line accurately
under the complicated backgrounds with many clouds
or many ocean waves or much light or some ships.
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METOA BUABNEHHSA NIHII MOPCbKOIO FOPU3OHTY
HA 30BPAXEHHAX 3 ENEKTPO-ONTUYHUX OATHMKIB

C.II. €Bcees, O.B. llImatko, JIau dyH, €.B. babenko

V emammi o6tpynmosana akmyanvricmes 00CHIOHCEHb, NO8 A3AHUX 3 GUAGLEHHAM JIHII MOPCbKO20 20PU3OHNY 6 CKIAOHUX
cepedosuwyax. Lllupoke suxopucmanns cucmem 6i0eoCnOCMePeNtCeHHs € 6ANCIUBUM KPOKOM Y GUAGIEHHI PYXOMUX HAOBOOHUX
00'exmig Ha 6enuxiil i0cmai, wo 003801UMb NidGUWUMU Oe3neKy MopcoKux nopmie. Ilpoeedeno amanis icHyOYUx mMemooie
BUAGNEHHA NIHITI 20pu3onmy. 3anponoHo6ano HOGUI Memoo GUAGNEHHS NiHIl MOPCLKO20 20PU30OHMY, WO 00360A€ 00CAMU NO-
cmaegaenoi Mmemu — 3MeHuleHHs 06YUCTIOBANbHUX GUMPATN HA NOWYK Yinell, Ma 3MeHUEeHH WYMY 8i0 nepeuKkoou, AKI GUKIUKAHI
3MIHAMU OCBIMNEHHS 810 MOPCLKUX X8UTL aD0 XMap. 3anponoHo8aHuti Memoo CKIA0AemMvbCs 3 HOBOI cxemu epadayil cipux 6io-
MIHKIG, PO3PAXYHKY KOHMPACMY HA OCHO8I MEeKCMYPHOI 03HAKU, eKcmpakyii obnacmi KaHouoamie MopcvKoi MiHil 2opu3oHmy,
BUABNEHHSA MOUKU Kanouoama i ainiinoi niozconku. Ha nepwiomy emani guxione 3006pasicentsi nepemeoproemucsi 8 300padcents y
siominkax cipoeo. Ha opyeomy emani nopo2osi 3nauenHss a0anmueHoi cecMenmayii ompumyomscs 3a 00noM0o2010 al2opummy,
AKUL CMBOPIOE HADIP MOYOK Kanouoamie Ha mopcoke nebo. Hapewmi, 6ukopucmosyemscs npocmuti Memoo Kiacmepuzayii sl
6ubopy 6ionogionux moyox i ix nepemeopenns. Excnepumenmanvui pezynomamu noxasyioms, wjo nponoHOBaHUll Memoo modice
MOYHO BUSHAYUMU JIHIIO MOPCLKO20 2OPU3OHMY @ CKAAOHUX YMOBAX XMAPHOCMI AOO0 OKEAHCLKUX X6UNb, 3d HAAEHOCHI HAOBOOHUX
00 ’€kmig. 3anponoHo8aHutl Memoo Moxce UKOPUCTO8Y8AMUCS 01 I0CTNENCEHHA MOPCOKUX Yinell Oe3niIomHuMU TimatbHUMU
anapamamu.

Knrouosi cnosa: susgnenns 2opuzonmy, mekcmypha ocooaugicme, Mopcoke 306pajicens, nepemsopetns Xaga.

METO[bI BbIABNEHUA TIMHUN MOPCKOI'O rOPU3OHTA
HA U3OBPAXEHWUM C JJNIEKTPO-ONMTUYECKUX OATYNKOB

C.I1. EBcees, A. B. lllmatko, JIsH [lyH, E.B. ba6enko

B cmamve ob6ocHosana akmyanbHOCMb UCCICO08AHULL C8A3AHNBIX C BbISIGLEHUEM TUHUU MOPCKO20 20PU3OHMA @ CLOICHBIX
cpeoax. Lllupokoe ucnonvzosanue cucmem 6UOCOHAOIIOOCHUsL ABNIACMCI BANCHBIM UWUALOM 8 BbIABICHUU NOOGUNCHBIX HAOBOOHBIX
00beKkmo8 Ha GOILULOM PACCMOSHUY, YMO NO3605Iem NOGbLCUMb GE30NACHOCHb MOPCKUX nopmos. IIposeden ananus cywecm-
BYIOWUX MEMO0008 0bHapydceHuss Tunuu 2opuzouma. lIpeonoscen HOGuLL MemoOd OOHAPYICEHUs TUHUU MOPCKO20 20PU3OHMA,
KOmMOpblil N036075em 00CMU4b NOCMAGLEHHOU Yelu — YMEHbUIeHUE SbIYUCTUMETbHbIX 3ampam HA NOUCK yelel, U YMEHbLUUEeHUe
TIOMEX, BbI36AHHBIX USMEHEHUSIMU OCECUEHUsL OM MOPCKUX 8OJIH Ul 061aK08. [Ipednodicentpili Memoo cocmoum u3 HOBOU Cxembl
2paoayuii cepuix OMmeHKos, paciema KOHmMpacma Ha 0CHO8e MEKCMYPHbIX NPUSHAKOS, IKCMPAKYUU 001acmu KaHOUuO0anos mop-
CKOUl TUHUU 20PU3OHMA, BbIAGNIEHUE MOYKU KAHOUOAma u quHeuHou nodzouxku. Ha nepsom samane ucxoonoe uzobpasicenue npe-
epawjaemcst 8 uzobpasicenue 8 ommenkax cepozo. Ha emopom smane nopo2ogvie 3navenusi a0anmueHol ce2MeHmayu noayyd-
10MCst NPU NOMOWU AI20PUMMA, KOMOPbLIL CO30aem Habop MoyeK Kanouoamos Ha mMopckoe Hebo. Hakouey, ucnoavzyemcs npo-
cmoil Memood Kracmepuzayui 01st 6bl00PA COOMEEMCMEYIOWUX MOYEK U UX NPeodpaz08anus. IKCNEPUMEHMANbHbLE Pe3)Ibmd-
mMbl NOKA3BIEAIOM, UMO NPediacaemblil Menmood MOJCEN MOYHO ONPedenunb JTUHUI MOPCKO20 20PU3OHMA 8 CILONCHBIX YCA0BUSX
001aUHOCIU UNU OKEAHCKUX GOJIH, NPU HAIUYUU HAOBOOHBIX 00beKkmo8. 1IpednodceHHbll Memoo Modicem UCHOIb308amMbCsl OJis
OMCAEHCUBAHUSL MOPCKUX YeTlell OeCnUIOMHbIMU JIeMamelbHbIMU annapamamu.

Knrouesvie cnosa: evisignenue 2opuzonma, meKcmypHas 0cobeHHOCMb, MOPCKoe uzobpaoicenue, npeobpasosanue Xaga.
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