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Abstract. Uncertainty and risk which are associated with company’s activity 

require a special instrument supporting process of the managers’ decision mak-

ing. The objective of the research is to determine the number features character-

izing the financial risk – financial condition of companies. A quality of fi-

nancial condition evaluation  depends on the selection of variables (fea-

tures) and criteria of the assessment. The choice of financial ratios in 

the study of financial standing of companies is crucial. The article pre-

sents the proposal to apply branch and bound method to choose sub-

optimal subsets of financial ratios that best describe the subject of the 

research, which is the company, under the assumption that classification 

algorithms are used for evaluation function creation. The aim of this 

study is to present a solution that allows the selection of financial ratios 

with a very high cognitive value, enabling the building of integrated 

measures assess the financial condition of the company.  

Keywords selection of information, financial ratios, optimization, discriminato-

ry models, branch and bound method 

1 Introduction  

In the rapidly changing market economies continuous assessment of financial phe-

nomena occurring in businesses, in particular continuous evaluation of their financial 

condition is expected. Proper evaluation of the processes occurring in the enterprise 

enables prediction of the financial situation of the company and taking pre-emptive 

action which could protect the company from bankruptcy, it means enables risk re-

duction of the activity. A primary source of risk in human activities is a feeling of 

uncertainty connected with future unknown events, due to the fact that decisions are 

made today and the effects of the decision will be known in the future.  

There have been carrying out calculations of financial ratios of public and private 

companies since the 19th century. As the years passed the development of statistical 

methods, that were used to predict business failure, were followed. The sixties of the 

twentieth century were a turning point in the study of the early diagnosis of the symp-

toms of risk of bankruptcy. 
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High volatility of the business environment and high risk of management result in 

a large number of bankruptcies. The tools of economic analysis allow for the rapid 

assessment of financial condition of companies and their financial risk. For the past 

twenty five years many models have been constructed to examine the financial condi-

tion of companies and to classify them as "ones with good condition" as the ones with 

"bad condition" which mean high risk of bankruptcy.  

Many social groups are interested in the effects of company’s operation. And each 

group is interested in various types of risk of organization activity. There is no profit 

without risk. Generally speaking, risk is a concept that denotes a potential negative 

impact that may arise from a future event, especially a total or partial loss of invested 

resources. 

2 Feature Selection for Financial Condition Evaluation 

Enterprises can be described by certain characteristics, features that can be finan-

cial and non-financial indicators, ratios. The use of synthetic indicators in the assess-

ment process allows the assessment of a company financial standing, this is integrated 

assessment. Of course, it is clear that not every financial indicator (feature) is equally 

important in the evaluation of companies, therefore is crucial in this respect to choose 

(select) financial indicators most valuable, useful and crucial from the point of view 

of the assessing enterprise.  

Multicriterial methods for company condition evaluation – discriminant methods, 

taxonomic methods, classifications (discrete risk assessments) – require the definition 

of a size vector (vector of features) that is the basis for assessments. 

Why some indicators are more often used than others? Various aspects effect the 

frequency of their use. One of them is the availability of data, for example not all 

companies are listed on the stock exchange, what means that mostly the market ratios 

of companies are not known, and therefore should be removed from the set of finan-

cial ratios. 

The literature suggests several methods of selection features (indicators) to build 

discriminatory models. Very often correlation matrix is used for features selection, 

but keep in mind that a strong correlation dependence between x1 and x2 does not 

exclude a weak relationship between x1 and x3, as well as between x2 and x3.  

The second technique is to set yourself up as an expert in the selection of appropri-

ate indicators. Currently, the authors are inspired by these indicators, which are often 

used to assess the insolvency of companies, something discussed in a number of pub-

lications.  

A company has specific characteristics (in the assessment of the financial condition 

it can be financial ratios) that describe the object. These characteristics are expressed 

by a sequence s of N variables . The larger the N, eg. the number of 

features, more difficult to choose of financial indicators that can be used to build the 

synthetic indicator, which is more difficult to make a selection.  

Usually information about the assessed object is collected in excess. Therefore, 

there are many unnecessary features. Features may be superfluous because 
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• they do not introduce any differentiating information risk levels, 

• sometimes it is enough to use one feature, if others are very strongly dependent 

on the former, or 

• they have no relation to the purpose of classification – company condition 

evaluation. 

In the "bankruptcy" models, Polish and foreign authors, there is a lot of talk 

about the quality of their assessment of enterprises, but not much about the selection 

of indicators in these models. Dozens of attempts to use models are carried out, esti-

mating their diagnostic quality, but not much about the diagnostic quality of selected 

indicators. Of course, expert knowledge should be appreciated, but attention should 

also be paid to the possibility of using the methods already used, eg the methods of 

selecting information and selecting the features for example branch and bound meth-

od. 

In this paper we propose a branch and bound method for selecting features for the 

construction of the synthetic index of company financial condition evaluation using 

classification methods. 

2.1 Feature Selection  

Before undertaking a discreet risk assessment of an enterprise (classification) [4, 5, 6], 

competent persons and experts are given a set of characteristics of objects to be classi-

fied on the basis of these features. However, the number of elements of such a set is 

usually very large. Some of these elements do not provide any or very little infor-

mation about the class of the object. They are, from the point of view of recognition 

of company financial condition, not very useful and even complicate the algorithm. 

Therefore, it is necessary to select from a complete set a certain subset of features on 

the basis of which appropriate algorithms are built. 

The set of features describing a given phenomenon should be constructed in such a 

way that it fully describes them. If this condition is met, then it will be possible to talk 

about the accuracy of assessments and analyzes, predictions as well as the accuracy of 

decisions made by the user on their basis. The reduction in the number of features is 

carried out on the basis of certain selection criteria. 

One of the methods of reducing the number of features is the reduction of the set of 

features. The reduction of the set of features is understood as a procedure of reducing 

the set of features on the basis of which the classification algorithm will be imple-

mented, most often by non-linear transformation of the n-dimensional space into m-

dimensional, mn  . 

The particular case of reduction is selection. Selection is understood as a method of 

selecting a subset of features from a larger set, ensuring minimization or maximiza-

tion of the appropriate criterion. In other words, the selection task is to select a subset 

of features that bring as much amount information as possible (the amount of infor-

mation is understood here as the value of the appropriate criterion). One of the basic 

selection criteria is the probability of erroneous classification, that is, the classifica-

tion of an object into a class i and while it belongs to the class j. 
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Feature selection methods try to find a minimal subset of the features that meet the 

following criteria: 

• the classification quality will not be significantly reduced, 

• class distribution obtained using only selected features is as close as possible to the 

original distribution of these classes. 

Depending on the a priori information about the recognized object, there are differ-

ent selection algorithms. The algorithms proposed in the literature are very similar 

and differ only in the form of the selection criterion. Typically, the criteria proposed 

by the authors of the algorithms are different estimates of incorrect classification, so 

the algorithms are suboptimal to incorrect classification. 

2.2 Combinatorial Method of Selecting Features in Classification Based 

on an Increase in Risk of Incorrect Classification 

Analytical methods of selecting features do not provide absolute certainty as to the 

correctness of the choice of features – they are only the best, in the sense of a given 

selection criterion, approximations of the optimal selection. If the goal of the selection 

is to reduce the n-element set, to (n-m)-element set, it is only an overview of all pos-

sible combinations of features, i.e. analysis of all subsets  can give such a 

guarantee. To reduce the number of reviewed solutions, you can use the branch and 

bound method. 

For this case, two basic tasks have been formulated [3]: 

1. rejection m features from n, m < n,  such that the increase in risk is minimal, 

2. rejection of as many features as possible, so that the increase in risk does not ex-

ceed the preset number . 

The proposed selection algorithms are mainly based on the following three meth-

ods: 

1. Calculation for each feature  appropriate estimates and re-

jection of those features for which these estimates reach extreme values. 

2. Designation for every possible solution of an appropriate estimation and selection 

of the one for which it assumes the smallest value, in other words a direct review 

of all solutions. 

3. Subsequent rejection of traits, that is, the rejection of one feature, the choice of the 

best solution, then the rejection of two features, the previously chosen and the next 

and again the choice of the best solution, etc. 

Let us assume that the Bayes algorithm is used to assess the financial condition of 

the company. 

The measure of incorrect classification for the Bayes algorithm is expressed as fol-

lows [3]: 
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Let 

Xi– means )1( −n -dimensional space, after elimination the feature ix , 

ni ,,1= ; 

)(iR  – means the measure of incorrect classification, which will be obtained by 

carrying out (recognizing) the classification based on )1( −n the characteristics, after 

rejecting the feature 

Let it continue 

Xi – means the one-dimensional space for the  ix , mi ,,1=  feature, whereas 

ix  – indicates the current value of the )1( −n dimensional vector after eliminat-

ing from the vector x the features with the number i,. ni ,,1= . 
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Let 
nV  means the set of indexes of individual components 
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With these signs, the basic selection tasks can be formulated in the following way. 

Task 1. Let there be a given vector of measurable n-attributes ( )nxxxx ,,, 21 =  

and a number of features that should be rejected, m 

The task is to find such a m-element combination of the set 
nV , so that the rejec-

tion of features with indexes included in this combination resulted in the smallest 

increase in the measure of incorrect classification of R, i.e. it should be found 
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Task 2. Let there be a n-element feature vector and the number  by which the 

risk may increase 

RR −= 1 ,               (10) 

where 

1R  – means the measure of incorrect classification after selection. 

The task is to find the maximum number of features that can be rejected on the as-

sumption that the risk will not increase more than  , i.e. it should be found 0q , 0t  

that 
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The feature selection tasks defined in this way can be treated as combinatorial 

tasks. 

Let denote w a discrete finite set. Each element of this set can accept only two 

values 0 or 1 

niwi ,,1},1,0{ == .             (12) 

Let the set w  further correspond to the set of indices 
nV . The values of the ele-

ments of the set w are defined as follows: 
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nj ,,1= . 

The problem of the optimal selection of features in relation to the measure of incor-

rect classification consists in finding such a set w , for which the objective function, 

in this case the measure of incorrect classification, achieves the smallest value. So it is 

a combinatorial task. The goal function, which should be minimized when selection 

tasks is defined as combinatorial tasks, can not be presented in a general way. It 

should be defined for each set w  separately. 
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When considering task 1, i.e. the task of rejecting from among n features, m fea-

tures, such that the increase in risk is minimal, the function of the goal can be formu-

lated as follows. 

It is assumed that only m elements of the set  mwwww ,,, 21 = can simultaneous-

ly accept zero values. If 0,,,
21

=
mkkk www  , nkk m ,,1,,1  = , 

mkkk  21
the other 

elements of this set are equal to 1, then the objective function for such a set has the 

form 
mkk
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The limitation in this case is in the form 
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The task is to find such a set w  that satisfies the constraint (15) so that objective 

function (14) will be the smallest. 

Task 2 can be formulated in the following way. It is assumed that t elements of the 

set w can take zero values, 1,,1 −= nt  . 

The goal function to be minimized is in the form 
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with limitation 
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where )(wR , if 0,,,
21

=
tkkk www  , nk ,,1= , nt  , ti ,,1= ,  and remain-

ing elements of the set w equal to one are expressed as follows 
( )tkkk
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,,, 21)(
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= .           (18) 

From the formulation of the optimal selection task in the above-mentioned way, it 

follows that only some of the discrete programming methods can be used in these 

tasks. Both tasks have nonlinearities. In task 1 the objective function is non-linear, 

while in task 2 there are restrictions. It is possible to reject all methods of cutting 

planes, because it was shown that these tasks should be treated as a combinatorial 

type task and look for a suitable method among the methods that solve this type of 

task. 

One of the most suitable methods for solving selection tasks is the branch and 

bound method, and this method has continued to be adapted to the selection tasks 

mentioned. The branch and bound method is aimed at finding in a large set of solu-

tions characterized by a specific feature, an element with an extreme value of this 

trait. This is done by appropriately sequentially dividing the set of all solutions into 

smaller and smaller subsets to receive a one-piece collection, which is a sought-after 

solution to the task. Finding the shortest way to get a solution requires the adoption of 

an appropriate selection strategy. For this purpose, depending on the formulation of 

the objective function, subsets are subdivided according to the minimum or maximum 

values limiting the values of the features occurring in individual subsets. 

The ideas of this method can be presented in the following way.  



8 

Minimize the function 
)(zg , under the condition ( ) GzzzZ n = ,,, 21  , 

where G – it is some set of finite sets. 

At the basis of this method are the following activities, which in many cases allow 

to reduce the area of the review: 

1.  Calculation of the lower bound (estimation) )(G ,  

)()( Gzg  . 

2. Division into subsets of the set of solutions G. 

3. Conversion of bounds (estimates). 

2.3 Selection Algorithms 

It is assumed that the purpose of the relevant algorithms is to determine the fea-

tures that should be rejected. The following points will be adopted as the basis for the 

adaptation of the division method and constraints: 

1. The lower bound (estimation) of the objective function on the set G is R 

RG =)( .                        (19) 

2. The division of the set G into subsets will be made according to the following rule 

nGGGGG  21

0 = ,         (20) 

where: 

iG  – a set of these solutions contained in the "superior" solution, in which the ith, 

ni ,,1= trait is additionally rejected (by the superior solution is meant a solution 

in which the features were rejected q

sUj ). 

3. The lower bound of the objective function (estimation) for each set iG
will be 

( )iU q
sR

,
– the risk after rejection of the features contained in 

q

sU
 and the ith traits.  

Optimization of algorithms for both tasks results from the optimality of the branch 

and bound method [3]. 

In order to clearly present the idea of applying the branch and bound method to the 

selection of features, the selection task marked with the number 1 was analyzed. The 

algorithm is based on the branch and bound method according to the strategy, in 

which two stages can be distinguished. In the first stage, the solutions are reviewed 

along one branch and the optimal solution is found in it, in the second stage, on the 

basis of the solution obtained in the first stage, the remaining branches are reviewed 

[3]. 

The algorithm is showed in [3]. 

Figures 1 and 2 show an illustration of stage 1 and stage 2 of the branch and bound 

method on the example of the selection of three features of five; 5=n , 3=m . Of 
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course, the example is demonstrative and its task is to show the mechanism of the 

algorithm – the way to choose the next solutions. 

It is easy to see that in this case there are features to "leave" than to "reject" if only 

the algorithm is reversed. It was assumed here that the next "best" sets of solutions are 

collections: 

 1

3G   – in the first step 2

2G – in the second step and 3

2G  – in the third step, i.e. the so-

lution z obtained in the first stage is: 

  2

3

3

24,2,3 UGz ===  

 

Fig. 1. Graphical representation of stage 1 

 

Fig. 2. Graphical representation of stage 2  

Fig. 2 shows the "renumbering" of the index set; 

.~,~,~,~,~
4524335211 xxxxxxxxxx =====  

The dashed line indicates a solution for which the limit value is greater than the 

limit value for the solution z . In this case, it is a set 1

2

~
G  in step one and a set 

1

2,1

~
G  the 
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second. It was further assumed that the limit value for 2

1

~
G is smaller than for ( )z . The 

optimal solution should be sought among the sets 3

2

3

1

~
,

~
, GGz . 

3 Conclusion 

Presenting the task of selecting traits as combinatorial tasks allowed for the construc-

tion of an algorithm for optimal risk selection of incorrect classification. The branch 

and bound method is the optimal method, i.e. it allows finding the best, in the sense of 

a given criterion, solution. This is particularly important for the solution of task 2, 

where the number of all solutions in the extreme case can be equal 22 −n
, if the best 

solution is to be looked at by reviewing all possible acceptable solutions. 

For task 1, the reduction in the number of solutions reviewed is less visible, but 

has the advantage that in some cases the solution is faster, and besides, realizing the 

algorithm at computer you can interrupt calculations after a while to obtain a subop-

timal solution. 

The reduction in the number of viewed files in the proposed algorithm can be 

achieved by using, in place of appropriate estimates, incorrect measures that would 

satisfy the property of multiplicative or additivity to features. However, finding such 

an estimate is very difficult. Only for some special cases of recognition it is possible 

to meet these requirements. 
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